“Significant Findings” statement for the paper “The impact of sea ice concentration
accuracies on climate model simulations with the GISS GCM” by C. L. Parkinson, D.
Rind, R.'J . Healy, and D. G. Martinson, submitted to the Journal of Climate:

Results from simulations with the GISS global climate model show that sea ice
concentration uncertainties of +7%, which is roughly the current accuracy of sea ice
retrievals from satellite passive-microwave instruments, can affect simulated regional
temperatures by more than 6°C. Furthermore, biases in sea ice concentrations of +7% and
-7% alter simulated annually averaged global surface air temperatures by -0.10°C and
+0.17°C, respectively, over those in the control simulation. The resulting 0.27°C
difference in simulated annual global surface air temperatures is reduced by a third, to
0.18°C, when considering instead biases of +4% and -4%, roughly the anticipated sea ice
retrieval accuracy from the upcoming Advanced Microwave Scanning Radiometer
(AMSR-E) to be launched on the Aqua satellite. The impact on simulated temperatures of
imposed ice concentration changes is least in summer, encouragingly the same season in
which the satellite accuracies are thought to be worst. Hence the impact of satellite
inaccuracies is probably less than the use of an annually averaged satellite inaccuracy
would suggest. More broadly, least-squares fits through the temperature results of 17
simulations with ice concentration input changes ranging from increases of 50% versus
the control simulation to decreases of 50% yield a yearly average global impact of
0.0107°C warming for every 1% ice concentration decrease, i.e., 1.07°C warming for the
full +50% to —50% range. Regionally and on a monthly average basis, the differences can
be far greater, especially in the polar regions, where wintertime contrasts between the
+50% and —50% cases can exceed 30°C.
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Abstract

The Goddard Institute for Space Studies global climate model (GISS GCM) is used
to examine the sensitivity of the simulated climate to sea ice concentration specifications
in the type of simulation done in the Atmospheric Modeling Intercomparison Project
(AMIP), with specified oceanic boundary conditions. Results show that sea ice
concentration uncertainties of 7% can affect simulated regional temperatures by more
than 6°C, and biases in sea ice concentrations of +7% and -7% alter simulated annually
averaged global surface air temperatures by -0.10°C and +0.17°C, respectively, over
those in the control simulation. The resulting 0.27°C difference in simulated annﬁal
global surface air temperatures is reduced by a third, to 0.18°C, when considering instead
biases of +4% and -4%. More broadly, least-squares fits through the temperature results
of 17 simulations with ice concentration input changes ranging from increases of 50%
versus the control simulation to decreases of 50% yield a yearly average global impact of
0.0107°C warming for every 1% ice concentration decrease, i.e., 1.07°C warming for the
full +50% to —50% range. Regionally and on a monthly average basis, the differences can
be far gree;ter, especially in the polar regions, where wintertime contrasts between the
+50% and -50% cases can exceed 30°C. However, few statistically significant effects are
found outside the polaf latitudes, and temperature effects over the non-polar oceans tend
to be under 1°C, due in part to the specification of an unvarying annual cycler of sea
surface temperatures. The 7% and +4% results provide bounds on the impact (on GISS
GCM simulations making use of satellite data) of satellite-derived ice concentration

inaccuracies, +7% being the current estimated average accuracy of satellite retrievals and

+4% being the anticipated improved average accuracy for upcoming satellite instruments.

Results show that the impact on simulated temperatures of imposed ice concentration
changes is least in summer, encouragingly the same season in which the satellite
accuracies are thought to be worst. Hence the impact of satellite inaccuracies is probably

less than the use of an annually averaged satellite inaccuracy would suggest.




1. Introduction

The specification of sea ice variations over time has become a topic of considerable
importance both for evaluation of global climate model (GCM) simulations and for
assessment of recent climate changes. Model comparison efforts being carried out by the
Atmospheric Modeling Intercomparison Project (AMIP) (Gates 1992) provide surface
~ boundary conditions, such as sea surface temperatures and sea ice distributions, for use
by different modé]ing groups and then compare the resulting model simulation's and the
observed climate variations, e.g., over the past two decades. Similarly, researchers such
as Hansen et al. (1997) and Folland et al. (1998) use the input data sets along with climate
forcings (trace gas and aerosol variations in particular) to compare modeling results with
observed distributions and profiles of climate change. In all these cases, the ability of the
models to produce realistic pressure and temperature changes and the model-derived
assessment of the contributions of different forcings to the observed changes are
constrained by what the input data sets allow. In particular, Hansen et al. (1997) find that
the specified sea ice aﬁd sea surface temperature (SST) boundary conditions from AMIP
produced a global surface atmospheric warming in the Goddard Institute for Space
Studies (GISS) GCM of 0.24°C/decade from 1979 to 1993, much greater than the
observed warming of O.1°C/decade (Hansen et al. 1997). The excess warming was traced
to discontinuities in the AMIP sea ice boundary conditions, leading the researc;hers to
adjust the input data to eliminate the sea ice trend. Amongst the issues raised by these
studies are how well the sea ice trends should be known for effective usage and the
magnitude of error introduced by specific percentage inaccuracies in the specified sea ice
cover.

The importance of sea ice to model simulations is further highlighted by the finding
of Rind et al. (1995) that artificially preventing sea ice changes in the GISS simulations
reduced the model's global temperature sensitivity to doubled atmospheric CO2 by 37%,

from a 4.17°C warming to a 2.61°C warming. This reduced sensitivity resulted both from



the elimination of the sea ice albedo feedback (about 1/3 of the effect) and, more
importantly, from the mitigation of the water vapor and cloud cover feedbacks brought on
by the absence of sea ice albedo changes. Such studies suggest that the Arctic sea ice
extent decreases over the last two decades (e.g., Bjorgo et al. 1997; Parkinson et al. 1999)
might be a harbinger of future increased climate change, although the effect of sea ice
changes on climate sensitivity might be overestimated, for example if the modeled water
vapor feedbacks '(questioned by Lindzen 1990) are excessive. Uncertainties arise also
from several recent evaluations of GCM simulations, which have specifically highlighted
difficulties in the simulation of polar climates (e.g., Walsh and Crane 1992; Bromwich et
al. 1994; McGinnis and Crane 1994; Cattle and Crossley 1995; Battisti et al. 1997).

~ The model results and the uncertainties in them both contribute to the recognition
of a need to monitor sea ice changes closely and to evaluate these changes in the context
of numerical simulations. Although detailed global sea ice data sets were not feasible
prior to the satellite era, for the past two decades sea ice concentrations (percent areal
coverages of sea ice) have bcen‘routinelfyrobtainable from satellite data to an estimated
accuracy of about +7% (Gloersen et al. 1992) using the multiqhépggl passive-microwave
data of the Nimbus 7 Scanning Multichannel Microwave Radionﬁeter (SMMR) and the
Defense Meteorologic.al Satellite Program (DMSP) Special Sensor Microwave Imagers
(SSMIs). The lack of ground truth makes the accuracy estimates difficult to veﬁfy, but
partial verifications have come from comparisons with other satellite data sets (e.g.,
Steffen and Schweiger 1991). Because snow melt, ice melt, Vaﬁd: fnrélrtprornding complicate
the microwave signal received by the satellite (e.g., Gloersen et al. 1992), the likelihood
is that the satellite-derived ice concentrations are less accurate in summer than in the
other three seasons, and indeed Steffen and Schweiger (1991) find greater differences
between the SSMI-derived ice concentrations and Landsat-derived ice concentrations in
summer than in spring and fall. Specifically, using data from the Beaufort and Chukchi

seas from 1987 and 1988, they find the mean difference between ice concentrations
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derived from SSMI data and those derived from Landsat data to be 0.6 £ 7.4% in fall,
~2.1 +3.1% in spring, and 11.0 £ 22.9% in summer. In the Bering Sea in spring they find
differences of —9.4 + 6.1%, and in the Greenland Sea in fall they find -3.7 £ 1.4%
differences. Results are clearly dependent on location as well as time; and one study, by
Emery et al. (1994), does not find the expected worsened accuracy in summer, reporting
instead a 6% difference between ice concentrations derived from SSMI data and those
derived from data from the Advanced Very High Resolution Radiometer in non-summer
months and only a 3% difference in summer months. However, in spite of the variability
both spatially and temporally, the £7% figure is considered a reasonable overall estimate
for the accuracy of the passive-microwave data (Gloersen et al. 1992). It is anticipated
that with the Advanced Microwave Scanning Radiometer (AMSR) planned for the Earth
Observing System's Aqua satellite and the Japanese ADEOS II satellite, both scheduled
for launch in 2001, the overall accuracies might be improved to +4%, again with the
expectation that the accuracies will be somewhat less in summer than in the other three
seasons. Validation efforts planned for these missions should provide more complete
seasonal and regional accuracy estimates within the next five years.

In this paper, we apply the GISS GCM to quantify that model's sensitivity to sea ice
concentrations when run in the AMIP-type mode of specifying SSTs and other boundary
conditions. We include runs with ice concentration changes of +7% and +4% specifically
for their relevance to satellite accuracies, but we also include a broader range of ice
concentration changes, to examine a wider variety of conditions and the linearity of the
responses. In addition to quantifying the GISS GCM’s sensitivity to sea ice
concentrations, the results have implications for what the uncertainties in the sea ice
records of the past few decades could mean regarding the model results and for what is to
be gained by increasing the accuracy of the satellite sea ice retrievals from the current
+7% to the anticipated +4%. We caution, however, that in view of the specification of

SSTs, these results alone cannot be used to determine the full effect of sea ice changes on



climate, since specifying SSTs automatically limits the sea ice/albedo and other

feedbacks.

2. Methodology
a. The mode!
7 The model used for this study is the current version (version B224) of the
atmospheric portion of the GISS GCM, which is updated from the version of the model
used in our previous sea ice-sensitivity studies (Rind et al. 1995; Rind et al. 1997).
Version B224 has been enhanced over the version of the GISS GCM described in Rind
and Lemner (1996) and Hansen et al. (1997) by the single adjustment of applying ice
albedos to ice surfaces and water albedos to water surfaces rather than applying the same
area-weighted surface albedo to both the ice and water surfaces throughout a grid cell.
Hence we refer the reader to Rind an;i Lerner (1996) and Hansen et al. (1997) for more
comprehensive descnptlons of the model and concentrate our dlscusswn here on the
parametenzatlons most lmportant for explam;ng the results in sectlon 3 B ,
The model resolution is 4° latitude by 5° longitude, with mnelayers in the

atmosphere. While the grid is coarse, each grid cell is allowed to have varying

percentages In each of the 51mu1at10ns 1985 concentratlons of trace gases (e g 345 ppm

for carbon d10x1de) and estimated atmosphenc aeroso]s are used, and SST fields are
specified for each month from climatological SST data sets of Robinson and Bauer
(1981). The temperature of the sea ice is calculated within the model, assuming two
layers in the ice. The top ice layer is 10 cm thick, overlain by snow of variable thickness,
wrf;il'erthe boﬁttem:iee layer tﬁicic;ess is a minimum rofr IQ cmﬂ and generally less than 6m
The heat capacity and conductivity of the ice are uniform in each layer, while the

temperature in each layer is a quadratic function of depth. At the undersurface of the




bottom ice layer, the temperature of the ice is set at the ocean freezing point, i.e.,
-1.56°C.

Heat is conducted upward from the ocean to the bottom ice layer, and from there to
the top ice layer, before interactin_g with the atmosphere. Thinner ice therefore allows for
greater heat loss, through the conductivity equations. In the experiments described here,
we do not allow the thickness of the ice to vary from year to year (it varies spatially and
day by day within the year), so as not to introduce an additional factor into the
experiment. Snow cover alters the conductivity, heat capacity, and albedo of the surface
layer directly in contact with the atmosphere. The specified snow-free sea ice albedo is
0.55 in the visible and 0.3 in the near infrared, for a spectrally weighted sea ice albedo of
0.45. The spectrally integrated albedo of snow ranges from 0.85 to 0.50, depending on its
age and thickness (Hansen et al. 1983). As mentioned above, the snow, ice, and water
albedos are applied to the individual surfaces, in contrast to the formulations in some
earlier versions of the GISS GCM, in which the same weighted albedo over an entire grid
cell was applied to each surface within the gnid cell.

The surface air temperature is calculated by assuming that the heat flux from the
ground (including sea ice or ocean surfaces) to a height of 30 m in the atmosphere is
equal to the heat flux from the 30 m height to the rest of the atmospheric boundary layer.
The drag coefficients for momentum, heat (the Stanton number), and moistu}’e (the
Dalton number) are functions of atmospheric stability and are calculated to determine the
fluxes into the atmospheric surface layer from below. Stability-dependent transport
coefficients associated with turbulent diffusion are used in the calculation of fluxes from
the 30 m height to the higher levels of the atmospheric boundary layer. Similarity theory
is used to compute the drag and transport coefficients (Hartke and Rind 1997). The
surface air temperature generally lies between the ground temperature and the potential
temperature of the bottom atmospheric layer (at a mean height of 200 m), being

numerically close to the ground temperature when the drag coefficient is much higher



than the turbulent diffusivity and close to the potential temperature of the bottom
atmospheric layer when the turbulent diffusivity dominates. Removal of sea ice in the
presence of a cold atmosphere results in a greater surface-to-atmosphere temperature
difference, hence increasing the drag coefficient and tending to force the surface air
temperature closer to the sea surface temperature.

Clouds are calculated in the model using a cloud water budget parameterization
described by Del Genio et al. (1996). Cloud optical thickness is calculated from the
predicted water/ice path, and a variable droplet effective radius is estimated by assuming
constant droplet number concentration. Reduction in moisture availability, as might arise
with increased sea ice, will not only make clouds less likely but will produce gloﬁds with
smaller optical thickness. Where present, clouds are assumed to occupy an entire grid cell
indiscriminately, with the cloud cover identical over all the fractional ground coverage
types within the cell. The surface air temperature and surface fluxes, however, are

calculated over the individual surface types.

b. The sea ice input data

The sea ice Eoncenfrations used as input for the model experinients were derived
from the satellite radiative data r'ecorde'drbry: the Nimbus 7 SMMR. The Nimbus 7 was
launched in late October 1978, and the SMMR provided good quality data on an every-
other-day basis for most of the period from October 26, 1978 to August 20, 1987. The

SMMR was a 10-channel instrument, recording vertically and hd;iiontaliy: polarized

radiation at five frequencies 'béméérgl 6.6 and 37 GHz. The radiative data were converted
into sea ice concentrations using three of the channels (those obtaining horizontally and
vertically polarized data at 18 GHiérx-lrcih\;e'rﬁcélly polarized data at 37 GHz) and an
aligorithm based on (1) polarizafibﬁ and gradieﬁt"?étiés*’c;éz{técf from the three data
channels andr (2) the assumption that the ocean surface is dominaté& by three surfaée

types: water and two ice types. The resulting derived sea ice concentrations have a spatial
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resolution of approximately 55 km and an estimated overall accuracy of +7%. Seasonally,
summertime derived ice concentrations are probably less accurate than the ice
concentrations derived for winter, spring, and autumn (e.g., Steffen and Schweiger 1991),
although, as mentioned in the introduction, not all studies have found that (e.g., Emery et
al. 1994). Details on the SMMR instrument, on the two assumed ice types (multiyear and
first-year ice in the Arctic; unspecified type A and type B ice in the Antarctic), and on the
calculation of sea ice concentrations can be found in Gloersen et al. (1992). The SMMR
ice concentration data set is available on CD-ROM from the National Snow and Ice Data
Center (NSIDC) in Boulder, Colorado.

For the current study, we took the average monthly ice concentrations throughout
the period of full-year SMMR data coverage, 1979-1986, regridded them to the grid of
the GISS GCM, and used the regridded values as the assigned ice concentrations at the
mid-point of each month in our control simulation. The assigned ice concentrations for all
other days in the control case were linearly interpolated between the mid-points of
consecutive months. The coarseness of the 4° x 5° grid of the GISS GCM meant
degrading the resolution from the grid of the ice concentration data, losing spatial
resolution, but we retained the appropriately averaged sea ice concentrations.

Sea ice thicknesses were assigned, by grid point and month, as described in Rind et
al. (1995) based on in situ observations. This annual cycle of ice thicknesses, like that of

ice concentrations, was held constant during the course of each simulation.

c. The simulations

To examine the effect of ice concentrations and ice concentration accuracies on the
simulated climate, we ran the GISS GCM for 17 seven-year simulations. All initializing
and other assigned conditions except sea ice concentrations are identical in each of the

simulations. The distinctions in assigned ice concentrations amongst the 17 simulations

are:
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* The control case has realistic daily sea ice concentration fields derived from the
SMMR satellite passive-microwave data, as described in section 2b, although with an
upper limit of 99.5% ice concentration. The upper limit forces at least 0.5% lead area
within each grid cell, thereby allowing some direct ocean/atmosphere contact within
each cell.

* The +7% case has all the assigned sea ice concentrations, in each grid cell and each
time period, uﬁiformly increased by 7% over their values in the control case, with the
two exceptions that (1) 0% ice concentration remains at 0% and (2) incremented ice
concentrations that exceed 99.5% are capped at 99.5%. The increase is additive; e.g.,

~_40% ice concentration is increased to 47% ice concentration. The 99.5% cap prevents
the geoph'ys-ically: impossible situation of ice concentrations exceeding 100% and
forces at least 0.5% lead area within each grid cell.

+ The -7% case has all the assigned sea ice concentrations, in each gnd cell and each
time period, uniformly decreased by 7% (again additively) below their values in the
control case. Any ice concentrations thereby decreased to below 0% are set at 0%.

* The ice concentration fields in the +1%, +2%, +4%, +20%, +30%, +40%, and +50%
cases are each constructed identically to the +7% case, although with 1%, 2%, 4%,

- 20%, 30%, 40%, aﬁdﬁj,O% ice concentration increases rather than 7% increases.;

* The ice concentration fields in the -1%, -2%, -4%, -20%, -30%, -40%, ané -50%
cases are each constructed identically to the -7% case, although with 1%, 2%, 4%,
(20%, 30%, 40%, and 50% ice concentration decreases rather than 7% decreases.

Neither the addition nor the subtraction of ice alters the assigned ice thicknesses in the

grid cells. Furthermore, during the simulations, all sea ice specifications remain constant

from y@.ar to year, while varying from month to month. Table 1 ;pii"esénts the resultirig
annually averaged sea ice coverage specifications for the globe, the Northem
7 f-fgrﬁ;spherc, and thé ”Southem Herﬁisphere for each of the mo&el rrunsr,r taking intror

account the spatial variations, the 0% lower and 99.5% upper limits on ice coverages in
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each grid cell, and the fact that grid cells with 0% ice coverage in the control run stay at
0% ice coverage in each of the runs.

Because the model has specified rather than calculated oceanic conditions, with no
interannual variations in SST or other ocean variables (SSTs do vary within the year),
stabilization was rapid, as expected from Rind (1998), and in each simulation the results
were close for each year after year 2. For instance, in the control run the yearly average
global surface air iemperatures varied by only 0.11°C, from 13.53°C to 13.64°C, over the
simulation years 3-7 (and in fact over the years 3-14 when the control case was run out
further for test purposes). Previous experience with the GISS GCM has indicated the
app'ropriateness of using S-year results from the GISS GCM when the simulations are
constrained by specified SSTs (Rind 1998). Consequently, the simulations were each run
for just seven years, with the results being averaged for the final five years, i.e., years 3-7.
These averaged results were used to examine the temperature and radiative responses of
the model and energy budgets at the ground and in the atmosphere.

By varying the sea ice concentrations identically in each grid cell, we are directly
inveétigating the effects of a bias in the specified sea ice fields rather than random
variations. This will tend to maximize the temperature response, as not only is the locally
induced change of a given sign, but the advective change from upwind will often be of
the same sign as well, and when examined on a large spatial scale, the uniformity of sign
in the sea ice changes will prevent the cancellation of positive and negative responses that
would be expected with random variations. Although errors in satellite retrievals are
likely to be largely random (known biases would be removed), biases may be involved,
for instance if very thin ice is underestimated, as suggested by the results of Steffen and
Schweiger (1991). Biases may also be associated with the AMIP sea ice data set, as
indicated by Hansen et al. (1997), who find an excessive warming using the AMIP
boundary conditions and suggest that this could be due to systematic errors in the sea ice

conditions. Furthermore, most modeling experiments for future climate change



assessments simulate a widespread reduction in sea ice, not random increases and
decreases. The results in section 3 provide an indication of what might be expected, at
least from the GISS GCM, due exclusively to local changes in sea ice of the same sign,

without global feedbacks.

3. Results
a. Atmospheric te}nperatures Jor cases within the range of estimated satellite-derived sea
ice concentration uncertainties
In general, the expectation is that, locally at least, increased sea ice concentrations

will lead to lower surface air temperatures and decreased sea ice concentrations will lead
to higher temperatures, largely due to two effects: (1) more solar radiation gets reflected
away from the surface and back to space in the presence of higher ice concentrations,
bgcgus: Qf the mugh highrc;r?gbgrtwave albedo of ice thanr of water; agd (2) less heat gets
transferred from the ocean to the atmosphere in the presence of more ice, because the ice
serves as an gffeg?iye jnsulatqr (?g;kir}son et al., 1987). Impacjs,di,srt,ant from the ice cover
are not as readily predicted, because of the intricacies possible with the changed
atmosghferrircr c@rculation pattems resulting from the temperature changes in the polar
regions. These ,i,mP,%C??, moreover, in our simulations are reduced because of the’use of
specified rather than simulated SSTs.

~ Fig. 1 shows the mapped differences, by month, of the monthly average surface air
temperatures as simulated with sea ice concentrations increased by 7% (+7% case) versus
as sim_ulated in the cf,opyrol case. Stippling indicates regions where the absolute value of
threjmapped diffgrgnces divided by the respective 5-year (years 3-7) standard deviations in
the control case exceeds 2. Equivalently, stippling indicates regions where the +7% case
has temperatures at least 2 standard deviations away from the value in the control case,
providing a local signal-to-noise-ratio indicat.ion of statistical significance at the 95%

level.
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Air temperatures are affected by the 7% ice concentration increases throughout the
globe and in all months, although the largest effects tend to occur during fall and winter
in the polar regions (Fig. 1). In the north polar region, the month most affected is the
winter month of January, when much of the Arctic shows a cooling exceeding 4°C as a
result of the increased sea ice concentrations in the +7% case. In the south polar region,
the winter months, July-September, are all comparably affected, with cooling of 2°C or
more over much of the ice-covered region of the Southern Ocean. Outside the polar
regions, the temperature impacts of the 7% increase in sea ice concentrations tend, by and
large, to be less than 1°C, undoubtedly aided by the unchanging SST annual cycle.
Notably, some areas both of the polar regions and of the non-polar regions show
temperature increases rather than decreases, a phenomenon associated with altered
advection patterns due to the pressure gradients set up in the regions of sea ice change.
Temperature increases are particularly prominent, with magnitudes of 2-4°C, over
portions of Antarctica in the June-September time frame, over Greenland in February ;md ’
October, in Europe in May and July, in Australia in April .and December, and in the
eastern and western U.S. in January and November, respectively (Fig. 1). On average,
however, the temperature increases are outweighed by the temperature decreases, with
globally averaged temperatures reduced by 0.10°C (from 13.57°C to 13.47°C) and
hemispherically averaged temperatures reduced by 0.14°C and 0.07°C in the Nénhem
and Southern Hemispheres, respectively, all as a result of the 7% ice concentration
increases (Table 2). It is clear that although globally and hemispherically averaged
temperatures decrease only slightly (Table 2), the uniform ice concentration increases of
7% make a difference exceeding 6°C in the simulation of some atmospheric temperatures
when viéwed geographically and on a monthly average basis (Fig. 1).

In the opposite case, with ice concentrations uniformly decreased by 7% (-7%
case), globally averaged surface air temperatures are increased by 0.17°C over those in

the control case and Northemn and Southern Hemisphere temperatures are increased by
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0.20°C and 0.13°C, respectively, over those in the control case (Table 2). Spatially, Fig. 2
shows the mapped differences, by month, of the temperatures simulated in the -7% case
versus those simulated in the control case. The strongest temperature increases are in the
Arctic in winter, with temperature increases exceeding 6°C over the majority of the
Arctic Ocean in both January and February. Over the Southern Ocean, temperature
increases above 4°C tend to be scattered and localized, although in some of these
scattered locations the increases exceed 8°C (Fig. 2). The months with the largest
cohesive areas of Southern Hemisphere temperature increases above 4°C are the late fall
and winter months of June-September. Some of the polar land regions, in particular the
Antarctic continent in July and Greenland in March and May, show prominent
temperature decreases in spite of the decreased sea ice coverage (Fig. 2). Lower pressure
in these areas associated with the warmer temperatures and reduced atmospheric stability
over the former sea ice fields incites a cyclonic circulation, and where the air comes
preferentially from higher latitudes, colder temperatures result.

The magnitudes of the simulated temperature changes versus_the control case are
compérable for the -7% and +7% cases, although both hemispheres overall are more
affected by ice concentration decreases than by ice concentration increases (Table 2; Figs.
1-2). This is partly because of the upper limit on ice concentrations (99.5% in our
specifications, although the geophysical 100% limit would act similarly), preveniing the
full 7% additive increase from being applied wherever the ice concentration in the control
run exceeds 92.5%, a situation that occurs especially in the central Arctic. The capping of
the ice concentrations also helps explain why the largest temperature response in the
Northern Hemisphere in the +7% case is in many months somewhat equatorward of the
pole (Fig. 1). In contrast, in the —7% case, the full 7% decrease is applied throughout the
central Arctic, enhancing the temperature response in that region,

The Southem Hemisphere temperature response is in general smaller than the

response in the Northem Hemisphere (Figs. 1-2; Table 2). Southern Hemisphere sea ice



changes occur at a lower latitude, with lower atmospheric stability, so that warming and
moisture are not as trapped at low levels, diffusing the surface air temperature response
and limiting to some extent the low level cloud-radiative feedback.

On a globally or hemispherically averaged basis, the surface air temperature results
for the intermediate cases (+4%, +2%, +1%, control case, -1%, -2%, -4%) lie between
those for the +7% and -7% cases, although the relationship is not strictly uniform (Table
2). Specifically, although both hemispheres show the expected increase in temperatures
from the +7% to the +4% to the +2% to the +1% case, both hemispheres also have an
anomaly in that the +1% surface air temperatures exceed the control values (Table 2).
Still, the general trend for each hemisphere and globally is for the air terhperatures to
increase in response to each decrease in ice concentrations (Table 2).

Addressing specifically the issue of the possible improvement in satellite-derived
sea ice concentration accuracies from +7% for the current SSMI instruments to +4% for
the upcoming AMSR instrument, the numbers in Table 2 can be viewed as providing the
extreme temperature impacts in specified-SST experiments for the respective cases. Since
uncertainties associated with satellite retrievals are likely a mixture of random and
systematic uncertainties, they would likely produce smaller overall temperature variations
in AMIP-type simulations than the biases employed here, where all concentrations are
uniformly mcreased or decreased by the same amount. With that in mind, Table 2
suggests that the improvement from £7% to £4% in ice concentrations would reduce by
about a third the resulting extreme-case surface air temperature uncertainties. Globally,
the simulated air temperature range would be narrowed from 13.47-13.74°C for the 7%
ice uncertainties to 13.50-13.68°C for the +4% ice uncertainties, i.e., narrowing from a
0.27°C to a 0.18°C range in induced air temperature uncertainties. Where sea ice data sets
have produced biased trend estimates, a reduction of this magnitude would provide
significant improvement in global surface air temperature reconstructions.

Hemispherically, the improvement in satellite accuracies from 7% to £4% would narrow
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the simulated Northern Hemisphere induced temperature uncertainties from 0.34°C to

0.22°C and the simulated Southern Hemisphere induced temperature uncertainties from

0.20°C to 0.16°C (Table 2).

b. Atmospheric temperatures for a wider range of sea ice variations

Considering now a wider range of sea ice concentration variations, the general
trend for each hemisphere and the globe remains for the air temperatures to increase in
response to each decrease in ice concentrations (Table 2). The relationship between
simulated average air temperatures and the magnitude of the assigned ice concentration
differences is approximately linear, and the slopes of the lines of linear least squares fit
indicate, on average, yearly average global surface air temperature decreases of 0.011°C
for every 1% ice concentration increase and yearIy average Northern and Southem
Hemlsphere surface air temperature decreases 0f 0.012°C and 0 009°C respectively, for
every 1% ice concentratlon increase (Frg 3).

Fig. 4 presents the mapped February surface air temperature differences between
eight of the non-control cases and the control case, and Fig. 5 presents the corresponding
August maps. In both ﬁgures stippling gives an 1nd1cat10n of statistical mgmf cance, as in
Flgs 1-2. In February, in the midst of the Northcrn Hemxsphere winter, the 1mpact of the
ice concentration changes is greatest in the Arctlc and genera]ly small (< 1°Cy in the
troplcal reglons and over the ice-free oceans. In the Arctic, as 1ce concentratlon increases
nse from 4% to 50%, the temperature decreases farrly systematlcally, except 1mmed1ately
north of Alaska and western Canada, where the greatest temperature decrease occurs in
the +20% case rather than in the +SQ% case. rTemperature decreases over the Arctic
Ocean average about 5°C for both the +20% and the +50% cases. As ice concentration
decreases go from -4% to -50%, the temperature increases in the Arctic are even more
systemat:c and consrderably stronger than the temperature decreases in the enhanced ice

concentration cases. Temperature increases exceed 10°C for most of the Arctic for ice
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concentration decreases of 20% and for even a larger percentage of the Arctic for ice
concentration decreases of 50% (Fig. 4). The greater impact of the ice concentration
decreases versus the ice concentration increases results in part from the fact that over
much of the expanse of the February Arctic ice cover the ice concentration in the control
case is high enough that, for example, additions of 20% and 50% result in the same
capped value of 99.5% ice concentration.

In August, in the midst of the Southern Hemisphere winter, temperature impacts of
the ice concentration changes tend to be greétest in the region of the Southern Ocean ice
pack (Fig. 5). As in February, the changes from case to case are fairly systematic, with
temperature decreases increasing for greater magnitude ice coqcentration increases and
temperature increases increasing for greater magnitude ice concentration decreases. In the
extreme cases, for ice concentration increases of 50% the August temperature decreases
over the Southern Ocean are generally in the range of -4°C to -10°C, and for ice
concentration decreases of 50% the temperature increases over the Southern Ocean
generally exceed 6°C, with a sizable area of the Weddell Sea exhibiting increases
exceeding 10°C (Fig. 5). Temperature impacts at low latitudes tend to be small (< 1°C),
although in scattered locations there are larger impacts (2-4°C). This is noticeable both in
northwest Africa, where temperature decreases exceeding 2°C appear in five of the eight
cases of Fig. 5, and in southern Saudi Arabia, where temperature increases exceeding 2°C
appear in seven of the eight cases (Fig. 5). In both these regions the changes are not
systematic and are not statistically significant (Fig. 5). Clearly modeling studies
examining effects of high latitude ice/snow changes on tropical land areas via a monsoon
connection need to consider the inherent variability of the region.

The change normalized by the standard deviation shows that, in general, the surface
air temperature response is significant (differences greater than two standard deviations)
in substantial areas of the Arctic in February and of the Antarctic in August beginning at

about the -7% and +20% ice concentration levels (Figs. 4-5). Even with sea ice
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concentration changes on the order of 50%, most of the temperature differences outside
the polar regions are not significant, although in all of the non-control cases there are
some scattered regions in low latitudes with results indicating statistical significance
(Figs. 4-5). Of course by muting the temperature responses outside the polar regions,

keeping the SSTs identical in each simulation lessens the possibility of significant

résponses.

c. Analysis of the temperature response at high northern latitudes

The results presented in Figs. 1-2 and 4-5 indicate relatively high sensitivity locally
to changes in sea ice concentration, in spite of the absence of any feedbacks through
changes in SST, the annual cycle of which was held constant. The surface air temperature
change is a function of many factors, rincluding the magnitude of the sea ice change
(which, in view of the 0% and 99.5% lower and upper limits on sea ice concentrations, in
some locations is not as large as the assigned increase or decrease for the particular
simulation), the static stability of the atmosphere, the contrast between the ocean and air
temperatures, and the shortwave radiation incident on the surface. In this section we
present an analysrs of the temperature changes, concentrating, for 1llustrat1ve purposes on
the latrtude 7zor17e780-84°N and the i7% simulations. Tables 3-4 present the zonally
averaged F ebruary and August results for parameters relevant to the surface temperature
changes in the £7% 1 runs, averaged over the five simulation years 3-7. Results are given
for the sea ice portion of the latitude zone, the ocean portion, and the sea ice and ocean
portions combined. As indicated in the first data row of Tables 3 and 4, sea ice and ocean
together constitute 84.3% of the latitude zone. Table 5 presents the energy budgets for the

vertically integrated atmosphere at 80-84°N for both February and August.

Winter results, 80-84°N.

This sectron presents the 80- 84°N zonal average February temperature results and

an analysrs of the factors causing the temperature differences. The surface air temperature

W e —— 1



19

is approximately 9°C warmer in the -7% case than in the +7% case, whether considering
the values over sea ice alone or weighted over sea ice plus ocean (Table 3). The weighted
ocean/ice ground temperature, weighting the temperature in the top layer (10 cm) of sea
ice and the SST over the ice-free ocean, shows a comparable but slightly larger difference
(11.3°C), this latter difference deriving from both the colder ice surface in the +7% case
and the greater ice coverage. Specifically, from the numbers in Table 3, the weighted
ground temperature in the 7% case is (-30.9°C x 73% - 1.3°C x 11.3%)/84.3% =
—26.9°C, while the weighted ground temperature in the +7% case is (-39.2°C x 82% -
1.2°C x 2.3%)/84.3% = -38.2°C, with both the lower ice temperature and the higher ice
‘concentration in the +7% case clearly contributing to the large zonal temperature
difference.

The ground temperature over the ice in each grid cell is determined by a surface
energy balance containing the following terms: shortwave radiation, longwave radiation,
sensible heat, evaporative heat, a heat flux carried by precipitation, and a condu;:tive flux
from below. The relative importance of the individue_ll terms naturally varies with location
and time of year; and, in particular, as there is no shortwave radiation incident at 80-84°N
during February, the February ground temperature difference between the two cases
cannot be associated with solar heating. In contrast, the longwave radiation incident at the
surface is a major factor, being much larger with reduced sea ice (Table 3), due to the
much greater energy radiated downward by the warmer atmospheric column. The water
vapor difference (1.2 vs. 1.0 mm) is inconsequential in this respect, the atmosphere being
quite dry regardless of the sea ice amounts, but the greater low cloud cover and the
greater cloud liquid water content in the reduced sea ice case contribute significantly. The
greater longwave radiation incident at the ice surface in the —7% case more than
compensates for the increased outgoing longwave energy due to the higher ground
temperature, making the net longwave energy loss from the sea ice slightly less in the

~7% case (Table 3). Weighted over the sea ice/ocean area as a whole, the net longwave
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loss is greater in the —7% case (40 vs. 31 Wm?), due to the greater area of open ocean,
but the cloud cover change has mitigated the difference. In fact, of the many polar-unique
feedbacks (Kellogg 1975), the ice-cloud feedback seems to dominate the simulated
response in these comparisons. The low cloud cover has increased in the reduced sea ice
case partly because of increased evaporation and partly because the atmospheric stability
decreased in the presence of the warmer lower atmosphere. Combining the non-existent
shortwave flux with the longwave flux, the net radiation at the surface is negative for both
the ice and the water in both the —7% and +7% simulations, although the radiative loss is
2 Wm? less over ice and 9 Wm™ more weighted over ice and ocean in the —7% case
(Table 3).

As for the turbulent fluxes, over sea ice the sensible heat flux is downward (positive
values in Table 3) in both runs, while itr ié strongly upward over the open ocean areas.
Given the greater area of ice-free ocean with the reduced sea ice in the -7% case, the total
sensible heat flux loss is 23 Wm? greater than in the +7% case. Similarly, thé total
evaporative heat flux loss is 8 Wm greater in the -7% case than in the +7% case (Table
3), and the energy loss due to cold precipitation hitting the combined ice and ocean
surfaces is 1 Wm‘z greater in the —7% case. Hencé, overall, the net turbulent flux loss
from the ice and ocean surfaces is 32 Wm™ more in the —7% versus the +7% case (Table
3). Adding the radiative and turbulent fluxes, the net heating at the surface due to
interactions with the atmosphere (abbreviated “net heat at surface” in the tables) is
negative in both simulations, but zonally averaged for the ocean and sea ice together, it is
41 Wm™ more negative for the —7% case than the +7% case (75 vs. -34 Wm), due in
large part to the lesser sea ice coverage (Table 3). Over the sea ice itself, the net heat at
the surface is 4 Wm'2 less negative for the ~7% case, a difference that is nearly balanced _
by a differénce in the conductive flux from below of opposite sign (11 vs. 16 Wm™). The
—~7% case has a smaller conductive heat flux through the ice because of the smaller

vertical temperature gradient within the ice. In fact, the sea ice surface is in approximate
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equilibrium in each of the runs during this month, with the sum of the net heat at the
surface and the upward heat flux from the bottom ice layer being -2 Wm™ in the —7%
case and -1 Wm in the +7% case (Table 3).

Because the SSTs are prevented from changing, the ocean in a sense represents a
limitless source of heat for the aﬁnosphere during winter, as the loss of heat from the
ocean does not lead to a cooling and consequent formation of an insulating sea ice cover.
The path by which this heat source acts to warm the sea ice surface, whose temperature
indeed can change, is indirect. By providing a heat source for the atmosphere, the ocean
warms the atmosphere, doing so more for the —7% case than the +7% case because of the
greater amount of open water. Because of the stability-related drag coefficient, the |
warmer atmosphere is inefficient in transporting this heat downward to the ice surface via
sensible heat flux, instead radiating the energy downward and reducing the net longwave
energy loss from the ice surface (Table 3). In addition, the increased evaporative heat flux
loss from the combined ice/ocean region provides moisture for the low level clouds that
are acting as longwave energy absorbers and reemitters. Cloud absorption of longwave
radiation then produces a downward flux to the surface. Hence the sea ice surface warms
via this indirect pathway: sensible heat flux from the ocean surface, longwave radiation to
the atmosphere, and longwave radiation back down to the sea ice surface. The warming
continues until the gain of energy has raised the sea ice temperature sufficiently to restore
equilibrium via longwave radiation-from the sea ice surface.

Energy balance results for the vertically integrated February atmosphere at 80-84°N
(including the land area) are shown in the first two data columns of Table 5. With
reduced sea ice (-7% case) and warmer atmospheric temperatures, more longwave
radiation is lost to space, and less energy is gained by atmospheric convergence of dry
static energy (the latitudinal temperature gradient has been reduced). These differences
are compensated by increased sensible heat gain (from the greater open ocean) and

increased condensational heating, with more precipitation. The result is a similar value of
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net cooling (net change) during the month of February in the two experiments. Note that,
in February at 80-84°N, the non-local effects, associated with advection of dry static
energy, are working in opposition to the local effects of sensible heating, the former
tending to cool the atmosphere in the 7% versus the +7% case and the latter tending to

warm it (Table 5).
Summer results, 80-84°N. Table 4 presents the 80-84°N zonally averaged results

for August. The surface air temperatures over the ice and weighted over the ice and ocean
are now only slightly higher for the -7% case than for the +7% case, and the ground
temperatures of the ice and weighted between the ice and ocean are now identical to the
nearest tenth of a degree for the two cases (Table 4). Again, as in February, these
temperatures are determined by energy balances, although nbw the energy balances
include a shortwave radiation term. Starting with that term, the shortwave radiation
incident at the combined ice/ocean surface is sﬁghtly less in the —7% case than in the
+7% case, due to the greater atmospheric water content and high cloud cover, and the
ground albedo is less, due to the reduced sea ice. The net result is 6 Wm? greater
shortwave radiation absorbed over the region in the —7% case, clearly due to the lesser ice
coverage, as neither the ice surface nor the ocean surface had greater shortwave
absorption than in the +7% case (Table 4). Furthermore, the warmer atmosphere in the
reduced sea ice case radiates slightly more longwave energy down to the surface, and the
net longwave radiation loss from the surface is less in the —=7% versus +7% case, although
only by 1 Wm™ (Table 4). Combining the shortwave and longwave responses, the net
radiation at the ice surface is | Wm? greater and weighted over the ice and ocean surfaces
is 7 Wm greater in the reduced sea ice case (Table 4). The positive net values show that
the oceans would have warmed radiatively had this been permitted, more so in the
reduced sea ice case than in the increased sea ice case.

As for the mfbulent fluxes, the gradient between the SST and surface air

temperature 1s lower in the -7% case, resulting in reduced sensible heat flux away from
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the ocean surface (Table 4). Similarly, the gradient in specific humidity is also smaller,
and so is the evaporative heat flux. These differences, combined with no difference in the
precipitation heat flux, result in a smaller net turbulent flux loss from the ocean surface in
the —7% case, although no difference in net turbulent flux from the ice surface between
the two cases and only a 1 Wm? difference when weighted over the ice and ocean
surfaces. Combining both the radiative and turbulent fluxes, the net heating at the surface
in the —7% case is identical to that in the +7% case at the ice surface and 7 Wm? greater
than that in the +7% case at the ocean surface and for the combined ice/ocean surfaces
(Table 4). This additional net heat overall in the —7% case contributes to warming the ice
surface but cannot be used to warm the ocean surface. Had SSTs not been specified, the
oceans would have warmed noticeably more in the reduced Se_a ice case than in the
increased sea ice case. In a sense, while the oceans are a limitless heat source during
winter in these AMIP-type experiments, they represent a limitless heat sink during
summer. Comparing the magnitudes of the radiative and turbulent flux terms, in August
the largest factors in the determination of the ground temperature are radiative.

Turning from grdund temperatures to atmospheric temperatures, the vertically
integrated atmospheric energy balance for August is shown in the last two columns of
Table S. Dry static energy convergence is greater with reduced sea ice, whereas the other
four terms are all identical or nearly identical in the two cases, resulting in a smaller net
cooling of the 80-84°N atmosphere during the month of August in the —7% versus +7%
case (Table 5). This difference being due entirely to the difference in the dry static energy
convergence, in this sense the gain of energy helping to keep the atmosphere warm, and
thus radiate energy down to the surface, is a non-local process in this month. The small
temperature gradient between the atmosphere and ocean during summer limits the
summer surface fluxes and surface air temperature change. In addition, the reduced static

stability versus February (Tables 3-4) keeps less of the August atmospheric warming near

the surface.



d. Full seasonal cycle

For a more complete depiction of the seasonal cycle, Fig. 6 shows the full seasonal
cycle of simulated monthly average surface air temperatures for each of the 17
simulations, doing so for the Northern and Southern Hemispheres separately and for the
global average. The following points show up clearly from these monthly averages:

1. In both hemispheres the expected seasonal contrast is found in all 17 simulations,
with Northern Hemisphere temperatures rising from minimum values in January and
February to maximum values inJuly and August and Southern Hemtsphere temperatures
rising from minimum values in July and August to maximum values in January and
February (Fig. 6).

2. For each month, the ordering of the curves is largely as expected, with
temperatures rising as the ice concentration amount is reduced step by step from the
+50% case to the —-50% case. There are exceptlons however, as the curves do cross.

3. The Northern Hemlsphere exhlblts a much stronger seasonal contrast than the
Southern Hemlsphere with a summer/wmter temperature contrast of approx1mately 13°C
for ‘the Northern Hemisphere compared to approxunately 5 5°C for the Southern
Hemlsphere The substantlally greater annual range in temperatures in the ‘Northern
versus Southern Hemlsphere is expected from the substantlally greater land area 1n the
Northem Hernlsphere and is conﬁrmed by observatlons (e.g., Strahler 1973)

4. The t1m1ng of the global seasonal cycle follows closely that of the Northern
Hemlsphere cycle Thxs also is conﬁrmed by observatlons for example with Susskxnd
(1993) finding a strong seasonal cycIe in global temperatures from a minimum in January
toa maxrrnum in JuIy, from High Resolutlon Infrared Radlatlon Sounder and Microwave
Soundmg Umt satellite data for 1979 1980 -

5. In both hemispheres the surface air temperature response to ice concentration

changes is far greater in winter than in summer. In the Northern Hemlsphere the August
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average temperatures vary by only 0.23°C, from 20.58°C to 20.81°C, amongst the 17
simulations, while the January average temperatures vary by 2.05°C, from 7.16°C to
9.21°C, amongst the 17 simulations. In the Southern Hemisphere, the January
summertime variation is 0.22°C, from 15.32°C to 15.54°C, whereas the August mid-
winter variation is 1.47°C, from 9.10°C to 10.57°C. For global averages, the range in the
temperature response amongst the 17 simulations is naturally much more uniform
throughout the year, as the responses in ther opposing seasons for the two hemispheres are
averaged together (Fig. 6).

6. The wiﬁtertime surface air temperatures, especially in the Northern Hemisphere,
have a stronger response to sea ice decreases than to sea ice increases, as discussed earlier
in connection with Fig. 4.

The second to last point in particular is of relevance to the issue of the impact of
satellite retrieval accuracies. As mentioned in the introduction, satellite-retrieved ice
concentrations are thought to be less accurate in summer than in winter because of the
summertime complications deriving from snow and ice melt. Summer, however, is also
the time with the smallest simulated response to the imposed ice concentration changes
(Fig. 6 and point 5 above), thus yielding the favorable coincidence that the satellite is at
its worst when any inaccuracies i't might generate have the least impact on the simulated
results. With this in mind, use of annual averages earlier likely overestimates the impact
that the satellite inaccuracies might have. For instance, if the 7% overall inaccuracy
estimated for current sensors reflects a 10% inaccuracy in summer and a 6% inaccuracy
in the other three seasons, then the global response in each month approaches the 6%
response rather than the 7% response, because in April, May, June, October, November,
and December, both hemispheres would be subject to the 6% inaccuracy, while in
January, February, and March the Northern Hemisphere, with its strong wintertime
response to the concentration changes, would be subject to the 6% inaccuracy and the

Southern Hemisphere, with its weak summertime response to the concentration changes,
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would be subject to the 10% inaccuracy, and reversely in July, August, and September.
From Fig. 6, it is clear that the contribution of the Northern (Southern) Hemisphere to the
global temperature-range results in July, August, and September (January, February, and
March) is small and would not differ greatly for a 6% versus 10% ice concentration
change. Hence the global impact on simulated temperatures of satellite inaccuracies in ice
concentration of 10% in summer and 6% in the other three seasons would be closer to the
impact of a 6% uniform change throughout the year than to the impact of a 7% change.
Similarly, the global impact on simulated temperatures of improved satellite inaccuracies
in ice concentration of 7% in summer and 3% in the other three seasons (averaging to 4%
annually) would be closer to a 3% impact overall than to a 4% impact overall, again

because of the minimal simulated response in summer.

e. Radiative characteristics

To examine additional sea-ice-induced changes in the results, we present simulated
global and hemispheric radiative characteristics for these experiments (Figs. 7-10). As
expected, as the highly reflective sea ice cover increases, both ground albedo (Fig. 7) and
planetary albedo (Fig. 8) increase, with the greater impact being on the ground albedo.
The global ground albedo increases from 12.2% in the —-50% ice case to 13.9% in the
+50% ice case, for an additive increase of 1.7% and a percentage increase of 14% (Fig.
7). Due to the influence of clouds, which are like sea ice in being highly reflective but
unlike sea ice in spreading over a much greater area of the Earth, the planetary albedo is
affected far less than the ground albedo. In the global case, planetary albedo increases
frorn 30 72% in the —50% ice case to 31 31% in the +50% ice case, for an additive
increase of 0. 59% and a percentage increase of 1.9% (Frg 8). The planetary albedo
change results in a decrease in net shortwave radlatlon at the top of the atmosphere from

236.8 Wm in the —50% 1ce case to 234 8 Wm™ in the +50% ice case (Fxg 9), for 2 0.8%

decrease, also denvable dlrectly from the two planetary albedos.
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The global results, and in most cases the hemispheric results, for ground albedo
(Fig. 7), planetary albedo (Fig. 8), net shortwave radiation (Fig. 9), and surface air
temperature (Fig. 3) are all approximately linear with sea ice change, with linear
correlation coefficients exceeding 0.95. The linearity is considerably weaker for net
longwave radiation (with linear ‘correlation coefficients of 0.87 for each hemisphere
separately and 0.91 for the global results), which responds both to temperature changes
directly and to alterations in the atmospheric greenhouse capacity (e.g., water vapor
changes) developed in response to the temperature changes brought on by the sea ice
changes. The combined impact of the altered longwave and shortwave radiation is
presented in Fig. 10, as the net radiation at the top of the atmosphere. Because of the
specified SSTs, energy absorbed in the ocean is not allowed té warm the water, hence
preventing full conservation of energy and resulting in non-zero net radiation at the top of
the atmosphere. In the coldest climate, with 50% increases in sea ice concentrations, the
| net radiation has decreased relative to the control run by about 0.5 Wm?, whereas in the

warmest climate, with 50% decreases in sea ice concentration, the net radiation has

increased relative to the control run by about 0.4 Wm™ (Fig. 10).

4. Summary and Discussion

Results of sensitivity studies with the GISS GCM and interannually invariant ocean
boundary conditions show that differences of £7% in sea ice concentrations, the current
estimated accuracy of satellite ice concentration retrievals, have an effect on the
simulated monthly average surface air temperatures that can exceed 6°C locally within
the polar regions but is much smaller in non-polar regions (Figs. 1-2). The effect is
smaller also when examined on the basis of yearly average global or hemispheric values
(Fig. 3; Table 2). Narrowing the range of sea ice concentration adjustments from 7% to
+4% reduces by a third the resulting simulated range in annually averaged global

temperatures, from 0.27°C to 0.18°C (Table 2), with a greater impact in the Northem
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Hemisphere than in the Southem Hemisphere (Table 2). Furthermore, the +4% cases
show almost no areas with temperatures deviating from the control case by as much as
6°C (e.g., Figs. 4-5). Because ice concentration retrieval accuracies are worst in summer,
when the impact of ice concentration changes on the simulated temperatures is least (Fig.
6), the overall impéct of the ice retrieval uncertainties should be even less than what the
use of annually averaged values indicates. Similarly, the fact that errors in the satellite
retrievals are at least in part random rather than systematic also tends to reduce their
impact versus the impact of the systematic changes imposed on the model simulations.

Over a wider range of specified ice concentration changes, least-squares fits
through the temperature results of 17 simulations with ice concentration changes ranging
from decreases of 50% versus the con&ol run to increases of 50% yield a yearly average
global impact of 0.0107°C warming for every 1% ice concentration decrease and 1.075C
~warming for the full +50% to —50% range in ice ééhcéhtrat‘iéi{{aﬁ_:i?lifsﬁ'riéﬁis'7(Fi'g. 3).
Regionally and on a monthly average basis, the differences can be far greater, esbecially
in the polar regions, where wintertime contrasts between the +50% and —50% cases can
exceed 30°C (Figs. 4-5). ' S

In an earlier study, Simmonds and Budd (1990) examined the effect on a GCM
simulation of altering thé ice concentrations from a full 100% wherever ice exists to 50%
forralrlw south polar ice and 95% for all north polar ice. Their interest was specifically in
examining the impact of changes in wintertime Antarctic ice concentrations, hence the
much more substantial assigned change in south polar ice concentrations than in north
polar concentrations. Also, they ran their model in a perpetual-July mode, again in ]:ine
with their emphasis on wintertime Antarctic conditions. In the vicinity of the Antarctic
ice, they found warming of up to 6°C, reductionrs inr atmospheri; pressure, and increases
in sensible hééé ﬂ;; that in some areas exceeded 200 Wm'. The current study shows that
regional impacts can be pronounced even whrginwmuch lesser changes in assigned ice

concentrations are made and when the full seasonal cycle is simulated.
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As noted by Hansen et al. (1997), the 1979-1993 trends implied from the sea ice
boundary conditions used in selected AMIP studies are much larger than interannual
variations. (The 1979-1993 AMIP sea ice values were formed from three data sets, with
discontinuities at the end of 1981 and the end of 1987.) For doubled CO, simulations, the
modeled sea ice responses are evén larger, with some of the simulated ice cover changes
exceeding the £50% changes used here for our extreme cases (Hansen et al., 1984). Not
surprisingly, the effects on modeled polar surface air temperature trends can be quite
high. Our results suggest that some local simulated surface air temperature changes of
10°C or more would be likely from such variations. However, impacts at this level are
simulated only in the polar regions; few statistically significant differences are found at
lower latitudes. -

Regarding variables other than surface air temperature, linear least squares fits
through results from the 17 simulations yield yearly average global impacts that include
increases (additive) in ground albedo of 0.0180% and in planetary albedo of 0.0067% for
every 1% ice concentration decrease (Figs. 7-8), plus net shortwave radiation decreases of
0.0230 Wm for every 1% ice concentration decrease (Fig. 9) and net radiation decreases
of 0.0085 Wm for every 1% ice concentration decrease (Fig. 10).

The results throughout this paper describe simulated changes induced by changes in
sea ice while the annual cycle of SSTs is kept invariant. Not allowing SSTs to éhange
from one simulation to another prevents feedback and propagation effects through SST
and hence restricts the water vapor and cloud responses and the albedo-temperature feed-
back, thereby dulling the responses outside the polar regions. Inclusion of a more com-
plete ocean model would likely alter the responses in both polar and non-polar regions.
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Table 1. Global and hemispheric annually averaged percent sea ice coverages for each of
. the 17 simulations. These are calculated by summing the area of each grid element
multiplied by its ice concentration, then dividing by the area of the region under

consideration (the globe, Northern Hemisphere, or Southern Hemisphere, respectively).

Sc'ea Ice Coverage (%) Sea Ice Coverage (%)
Global N.Hemis. S.Hemis. Global N. Hemis. S. Hemis.
Case Case
-50% 1.4 1.8 1.0 +50% 5.8 6.0 5.6
-40% 1.8 2.2 13 +40% 5.5 ‘ 5.8 5.2
-30% 2.2 2.7 1.7 +30% 5.2 55 4.9
-20% 2.7 3.2 22 +20% 4.8 5.2 4.4
-7% 34 4.0 2.8 +7% 4.2 4.8 3.7
-4% 36 4l 3.0 +4% 4.1 4.6 35
-2% 3.7 4.3 3.1 +2% 39 4.5 34
-1% 3.7 43 3.1 +1% 3.9 4.5 3.3

Control 38 44 3.2 Control 3.8 4.4 3.2
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Table 2. Global and hemispheric annually averaged surface air temperatures for each of

the 17 simulations. All results are averaged over years 3-7 of the respective model runs.

Surface Air Temperature (°C) Surface Air Temperature (°C)
Global N.Hemis. S. Hemis. Global N. Hemis. S. Hemis.
Case Case
-50% 14.11° 15.22 12.99 +50% 13.18 14.19 12.18
-40% 14.07 15.20 12.95 +40%  13.25 14.26 12.23
-30% 14.03 15.11 12.96 +30% 1326 14.23 12.29
-20% 13.91 14.97 12.84 +20% 13.32 1426  12.39
-7% 13.74 14.75 12.73 +7% 1347 1441 12.53
-4% 13.68 14.66 12.71 +4%  13.50 1444  12.55
-2% 13.63 14.61 12.66 +2% 13.54  14.46 12.61
-1% 13.61 14.56 12.66 +1% 13.60 14.57 12.63

Control  13.57 14.55 12.60 Control 13.57 14.55 12.60
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Table 3. Selected February results in the —7% and +7% simulations, averaged over the
latitude band 80°-84°N, for sea ice portions of the grid cells (Ice), liquid ocean portions
(Oc), and the combined ice and liquid ocean portions (I+0). In the case of fluxes, a

positive value represents a gain of energy for the surface in question.

-7% case +7% case

Ice Oc IHO Ice Oc I+O
Coverage (%) 73.0 11.3 843 820 23 843
Vertically integrated air temperature (°C) -44.0 -442 -440 -452 -452 -45.2
First-layer air temperature (°C) -245 -23.6 -244 -33.8 -30.1 -33.7
Surface air temperature (°C) -26.2 -18.6 -25.2 -35.0 -24.0 -34.7
Ocean/ice ground temperature (°C) -309 -13 -269 -39.2 -1.2 -382
Second-layer ice temperature (°C) -88 NA NA -11.9 NA NA
Atmospheric water vapor (mm) 12 12 12 10 1.0 1.0
Precipitation (mm day™) 04 05 041 03 04 030
Low clouds (%) 63.9 639 639 568 608 56.9
Lowest layer cloud liquid water (ppmm) NA NA 16 NA NA 7
Middle clouds (%) S 106 10.6 106 120 12.0 12.0
High clouds (%) 05 05 05 05 05 0.5
Total cloud cover (%) a ' 71 71 71 65 69 65.1
Static stability (potential temperature °km-1) 7.8 7.7 78 87 82 87
Shortwave radiation incident at surface (Wm?) 0 0 0 0 0 0

Longwave radiation incident at surface (Wm?) 169 172 169 143 155 = 143
Longwave radiation outgoing at surface (Wm?) -194 -307 -209 -170 -309 -174

Net longwave radiation at surface (Wm?) -25 -135 -40 27 -154 -31
Net radiation at surface (W m?) -25 -135 40 -27 -154 -31
Sensible heat flux (Wm?) 13 247  -22 11 -346 1
Evaporative heat flux (Wm) 1 -87 -1l 0 99 -3
Precipitation heat flux (Wm?) -2 -2 -2 -1 -2 -1
Net turbulent flux at surface (Wm™) 12 -336 -35 10 -446 -3
Net heat at surface (Wm?) -13 471 75 -17 -600 -34

Upward heat flux from bottom ice layer (Wm?) 11  NA  NA 16 NA NA

ppmm = partsperm[lhonby mass; NA =not available,

LT CHRTR R U0 L L



Table 4. Same as Table 3 except for August rather than February.
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-7% case +7% case

Ice Oc IO Ice Oc I+O-
Coverage (%) 59.0 253 843 710 133 843
Vertically integrated air temperature (°C) -28.8 -28.9 -28.8 -29.3 -29.5 -29.3
First-layer air temperature (°C) -28 -29 -28 -29 -33 -30
Surface air temperature (°C) 1.0 1.0 -1.0 -1l -13 -11
Ocean/ice ground temperature (°C) -10 -06 -09 -1.0 -05 -09
Second-layer ice temperature (°C) .12 NA NA -12 NA NA
Atmospheric water vapor (mm) 9 9 9 84 84 84
Precipitation (mm day™) ' 10 1.0 10 10 10 10
Low clouds (%) 56.7 567 567 57.8 578 5738
Lowest layer cloud liquid water (ppmm) ~ NA NA 20 NA NA 19
Middle clouds 22.8 228 228 233 233 233
High clouds (%) 30 3.0 3.0 27 27 27
Total cloud cover (%) 68 68 68 68 68 68
Static stability (potential temperature °km-1) 58 58 58 58 59 582
Shortwave radiation incident at surface (Wm™) 140 135 138 143 137 142
Surface ground albedo (%) 45 10 35 46 10 40
Shortwave radiation absorbed at surface (Wm?) 76 121 90 77 123 84
Longwave radiation incident at surface (Wm™®) 272 272 272 271 269 271
Longwave radiation outgoing at surface (Wm?) -311 -311 -311  -311 -312 -311
Net longwave radiation at surface (Wm™) -39 -39 -39 40 -43 40
Net radiation at surface (Wm?) 38 83 51 37 80 44
Sensible heat flux (Wm?) 4 -5 -4 -4 -8 -5
Evaporative heat flux (Wm?) -9 -10 -9 9 -12 -9
Precipitation heat flux (Wm?) 30003 -3 303 -3
Net turbulent flux at surface (Wm) -16 -18 -16 -16 -23  -17
Net heat at surface (Wm™) 21 64 34 21 57 27
Upward heat flux from bottom ice layer (Wm?) 0 NA NA 0 NA NA

ppmm = parts per million by mass; NA = not available.



38

Table 5. Energy sources and sinks (Wm?) for the vertically integrated atmosphere at 80-

84°N, for the February and August results of the —7% and +7% cases.

-7% February +7% February -7% August +7% August

Shortwave absorption 0 0 66 66
Longwave radiation -127 -123 -176 -174
Sensible heat 14 -4 2 2
Condensation 12 8 28 28
Dry static energy convergence 80 100 50 30

Net change -21 -19 - -30 -48
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List of Figures

Fig. 1. Differences (in °C) between the monthly average surface air temperatures
simulated in the case with all ice concentrations increased by 7% and those simulated in
the control case (+7% results minus control results). Stippling indicates regions in which
the absolute magnitude of the value divided by the interannual standard deviation in the
control case exceeds 2, suggesting statistical significance at the 95% confidence level.

Fig. 2. Same‘ as Fig. 1 except for the -7% results minus the control results.

Fig. 3. Global and hemispheric annually averaged surface air temperatures (in °C)
for each of 17 simulations, with lines of linear least squares fit through the global,
Northern Hemisphere, and Southern Hemisphere values. All values are averaged over the
five simulation years 3-7 and are listed in Table 2. Least squares fit equations are shown
for each of the three lines, along with the corresponding linear correlation coefficients (R
values).

Fig. 4. Differences (in °C) between the average February surface air temperatures
simulated in eight of the non-control cases (+4%, 7%, 20%, and 50%) and those
simulated in the control case. Stippling indicates regions in which the absolute magnitude
of the value divided by the interannual standard deviation of the February values in the
control case exceeds 2, 'suggesting statistical significance at the 95% confidence level.

Fig. §. Sal_me as Fig. 4 except for August.

Fig. 6. Full seasonal cycle of the monthly average surface air temperatures in each
of the 17 simulations, for the Northern Hemisphere, Southern Hemisphere, and global
values.

Fig. 7. Global and hemispheric annually averaged ground albedo (%) for each of 17
simulations, with lines of linear least squares fit through the global, Northemn
Hemisphere, and Southern Hemisphere values. All values are averaged over the five
simulation years 3-7. Least squares fit equations are shown for each of the three lines,

along with the corresponding linear correlation coefficients (R values).
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Fig. 8. Same as Fig. 7 except for planetary albedo (%).
Fig. 9. Same as Fig. 7 except for net shortwave radiation at the top of the
atmosphere (Wm™).

Fig. 10. Same as Fig. 7 except for net radiation at the top of the atmosphere (Wm™).
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